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Abstract

Gene expression data are the number of traininglesns very small compared to the large numbeyenies involved
in the experiments, that gene selection resulésctst of biological experiment and decision camteatly reduced by
analyzing only the marker genes. Since dealing higih dimensional data is computationally complag aometimes
even intractable, recently several feature redostimethods have been developed to reduce the donatity of the
data in order to simplify the calculation analysis/arious applications such as text categorizatsgnal processing,
image retrieval, gene expressions and etc. Amoatufe reduction techniques, feature selection s the most
popular methods due to the preservation of ther@ideatures.In this paper studies a feature Sefeenethod based
on rough set theory. Further K-Means, Fuzzy C-Md&@M) algorithm have implemented for the reduceattire set
without considering class labels. Then they obthimesults are compared with the original class ItabBack
Propagation Network (BPN) has also been used &ssification. Then the performance of K-Means, F@kJ BPN
are analyzed through the confusion matrix. It isnftd that the BPN is performing well comparatively.

Keywords: Rough set theory, Quick Reduct, K-means, Fuzoye@ns, BPN

variables (feature selection) within the data kat tvould
enable accurate classification of the data to sootput
Feature Selection (FS) is the process of choosiagriost classes. These variables may be potential diagnosti
appropriate features when creating the model of thgarkers too. There are good reasons for reducintptige
process. Most of the feature selection methods afg@mber of variables (1) an opportunity to scrugniz
applied across the entire data set. Once such geeesindividual genes for further medical treatment airdg
chosen, the creation of classifiers on the basts@fienes development. (2) Dimension reduction to reduce the
is another undertaking. If we survey the establisheomputational cost. (3) Reducing the number of neldit
investigations in this field, we will find that abst all the and unnecessary variables can improve inference and
accurate classification results are obtained basethore classification. (4) More interpretable features or
than two genes. Rough sets have been used asugefeaharacteristics that can help identify and monitoe
selection methods by many researchers among thgffyet diseases or function types [5].

Jensen and Schen, Zhong et al, Wang and Hu ethal. T

Rough set approach to feature selection consists TiRe rest of the paper is organized as follows: iBe,
selecting a subset of features which can predectlisses priefs about the Rough set theory. Section 3 dessrihe

as well as the original set of features. The optimgjustering techniques. Section 4 briefs about iflaation
criterion for Rough set feature selection is talfshortest techniques. Section 5 explains briefly about experital

or minimal reducts while obtaining high quality s#fiers analysis and results. Section 6 presents a conalsir
based on the selected features. Here we propes#aé this paper.

selection method based on rough set theory forciagu

genes from large gene expression database [1, 4]. 2. Rough Set Theory

1. Introduction

Discriminant analysis is now widely used inRough set theory (Pawlak, 1991) is a formal mathisala
bioinformatics, such as distinguishing cancer gssfrtom tool that can be applied to reducing the dimendignaf
normal tissues. A problem with gene expressionysi®l datasets. The rough set attribute reduction method
or with any large dimensional data set is often themgyes redundant input attributes from datasets of
selection of significant discrete values, all the while making sure that no
information is lost. The approach is fast and édfit,
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making use of standard operations from conventigeal
theory [3].

Definition: Let U be a universe of discoursécU, andR

2.1 Quick Reduct Algorithm

The reduction of attributes is achieved by compgarin
equivalence relations generated by sets of at&ghut

is an equivalence relation dh U/R represents the set ofAttributes are removed so that the reduced setigesv

the equivalence class &f induced byR. The positive
regionof XonRin U, is defined apos(R,X¥ U { YEU/R |
YeX].

The partition ofU, generated byND (P) is denotedJ/P.
If (x, y) €eIND (P), thenx andy are indiscernible by
attributes fromP. The equivalence classes of tlie
indiscernibility relation are denoted x][ p. The
indiscernibility relation is the mathematical basisough
set theory. LeXcU, the P-lower approximatiorPX and

P-upper approximatio®X of setX can be defined as:
PX={xeU|[x]p X} 1)
PX={xeU | [x]p N X# ¢} )

Let P, Q<A be equivalence relations ovél, then the
positive, negative and boundary regions can benddfas:

POS.(Q) =, 0, PX 5
NEG,(Q)=U - O PX “
BND,(Q) = XDEllQ PX = XD%llQ_PX ©)

An important issue in data analysis is discovedagende
ncies between attributes dependency can be deifinia
following way. ForP, Q €A, P depends totally 019, if

and only if IND (P) <IND (Q). That means that the

partition generated byP is finer than the partition
generated by). We say thaf) depends o in a degree
0< k<1 denotedP=k Q, if

) _|Pos; (Q)]
k=yp (Q)—T

(6)

If k =1, Q depends totally o, if 0< k <1, Q depends
partially onP, and ifk=0 thenQ does not depend d In
other words,Q depends totally (partially) ofe, if all
(some) objects of the univers& can be certainly
classified to blocks of the partitidd/Q, employingP. In
a decision system the attribute set contains timelition
attribute seC and decision attribute sét, i.e. A=CU

D. The degree of dependency between condition a

decision attributes,yc(D), is called the quality of
approximation of classification, induced by the oft
decision attributes [6, 10].

the same quality of classification as the origiateduct

is defined as a subsBtof the conditional attribute sé&
such thatyR(D)=yC(D). A given dataset may have many
attribute reduct sets, so the geof all reducts is defined
as:

Red = {X [X<CyX(D) = yC(D);

yX—{a}(D) # yX(D), va € X}. @)

The intersection of all the setshy, is called the core, the
elements of which are those attributes that caroet
eliminated without introducing more contradictidiosthe
representation of the dataset. For many tasks (for
example, feature selection), a reduct of minimal
cardinality is ideally searched for. That is, atemipt is to

be made to locate a single element of the reduct se

RninERa:

Riin = {X |X €Rai, VY R X| < Y1} (8)

The Quick Reduct algorithm shown below [8, 9], it
searches for a minimal subset without exhaustively
generating all possible subsets. The search begihsan
empty subset; attributes which result in the gate
increase in the rough set dependency value aredadde
iteratively. This process continues until the skarc
produces its maximum possible dependency valughédr
dataset {c(D)). Note that this type of search does not
guarantee a minimal subset and may only discoveca
minimum.

QUICKREDUCT(, D)

C, the set of all conditional features;

D, the set of decision features.

(@) R—{}

(b) Do

(C) T—R

(d) ' x €(C-R)

()  if yRUX} (D) >)T (D)

WhereyR(D)=card(POSR(D)) / card(U)

T— RUx}

(@ R<T

(h) until YR(D) = = YC(D)

() return R

It starts off with an empty set and adds in tumme @t a
time, those attributes that result in the greatesease in

rough set dependency metric, until this produte
maximum possible value for the dataset. Other such
techniques may be found in [8, 9].
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3. Clustering Techniques

Clustering is the process of grouping data intcstels,
where objects within each cluster have high sintylabut
are dissimilar to the objects in other clustersniBirities
are assessed based on the attributes values tlkat
describes the objects. Often distance measuresisae
for the purpose. Clustering has its roots in margas,
including data mining, statistics, biology, and imae
learning. In this work K-Means,
algorithms which are used to classify the data.

3.1 K-Means Algorithm

K - Means algorithm
a group
of algorithms called partitioning methods. Algbrit K-

(Mac Queen, 1967)is one

Mean is very simple and can be easily implemented i

solving many practical problems. The K-Means altponi

clusters. Fuzzy C-Means (FCM) is a method of chirsge
which allows one piece of data to belong to twarmre
clusters. This method (developed by Dunn in 1978 an
improved by Bezdek in 1981) is frequently usedattgrn

recognition [15].
be

Algorithm Steps:

Step-1: Randomly initialize the membership matrsing

FCM and BPNthis equation,

By () —1 i=12,...k (9)
Sftep-2: Calculate the Centroid using equation,
0
C1 = Ll (x)]™x,
i Ez[#'_;l (x)]™ (10)

Step-3: Calculate dissimilarly between the datan{scand

is the best-known squared error-based CIUSteri'&%ntroid using the Euclidean distance

algorithm [11].
Consider the data set with' ‘objects ,
ie.,,S= {xi: 1<i<n}

1) Initialize a k-partition randomly or based onmeoprior
knowledge.
ie.{C ,C,C,....... , ChL
1 2 3 k

2) Calculate the cluster prototype matiiz (distance
matrix of distances between k-clusters and dataocbd).

M ={m1’m2’m3’.... , n;}

Wherem is a column matrix 1x .
I

3) Assign each object in the data set to the neahester
-C
m

ie.x €C if||x -C || <||x.—CJ| V1<j<k,j#m

J m J m j i

Wherg=1, 2, 3, ....... n.

4) Calculate the average of each cluster and chtinegle-
cluster centers by their averages.
5) Again calculate the cluster prototype maivix
6) Repeat steps 3, 4 and 5 until there is no chéorgeach
cluster.

Step-4: Update the New membership matrix using the
equation,

[L'Il.-"m—l

- 7t
pilx) = ;_l[i]lx‘m—l
dy (11)
Herem s a fuzzification parameter, the rangés always

{1.25, 2}

Step-5: Go back to Step 2, unless the centroidsnate
changing.

4. Classification Techniques

4.1 Back Propagation Networks (BPN)

BPN is an information-processing paradigm that is
inspired by the way biological nervous systems J43,
such as the brain, process information.

The key element of this paradigm is the novel $tmgcof
the information processing system. It is composéa o

The K-Means algorithm is the most extensively stddi large number of highly interconnected processing

clustering algorithm and is generally effective

irtlements (neurons) working in unison to solve djmeci

producing good results. The major drawback of thigyoblems.

algorithm is that it produces different clusters different
sets of values of the initial centroids. Qualitytbé final
clusters heavily depends on the selection of thtalin
centroids [12].

3.2 Fuzzy C Means

Fuzzy clustering allows each feature vector to theglto
more than one cluster with different membershipreleg
(between 0 and 1) and vague or fuzzy boundariesdast

Hidden
INnputc
Output

Fig. 1: BPN Architecture
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Developing a neural network involves first trainitlge In the decision table, there ane samples andh genes.
network to carry out the desired computations. fdezl- Every sample is assigned to one class label. Each 3 a
forward neural network architecture is commonlyduf condition attribute and each class is a decisitribate.
supervised learning. Feed-forward neural networkgx, y)signifies the expression level of gepna samplex.
contain a set of layered nodes and weighted coiomsct [2].

between nodes in adjacent layers. Feed-forwardarksy

are often trained using a back propagation-learnimg? Data Pre-processing, Gene Selection

scheme. Back propagation learning works by maki
modifications in weight values starting at the autfayer
then moving backward through the hidden layershef t
network. Neural networks have been criticized foeit
poor interpretability, since it is difficult for mians to
interpret the symbolic meaning behind the learn
weights. Advantages of neural networks, howevetuite
their high tolerance to noisy data as their abtlitglassify
patterns on which they have not been trained [13,14

n@efore applying feature selection algorithm all the
conditional attributes (samples) are discretizeimgu-
Means discretization [16]. Let us considetgds the set
of samples,C the condition attribute set anb the
%ecision attribute set. By applying Quick Reduct
gorithm, In prostate gene dataset, gene #20 d1id %4
are identified, where as in leukemia dataset gehant
#3252 are identified, in breast cancer dataset g8nend
#22019 are identified, finally in lung cancer dagthgene
#4817 as best attribute for finding appropriateisien.

5. Experimental Results
Table 3: Features selected by Quick Reduct Algarith
5.1 Data Sets

) Gene Data Identified Attributes (Genes)
We use four datasets: leukemia, breast cancer,danger .
and prostate cancer which are available in the iteebs Leukemia Cancef #4, #3252
http://datam.i2r.a-star.edu.sg/datasets/krbd/, 2. gene Prostate Cancer| #20, #11154
number and class contained in four datasets atedlis Breast Cancer #3, #22019
below in Table 1. Lung Cancer #4817

Table 1: Summary of the four gene expression detase o
5.3 Classification Performance

Dataset #Gene Class In this section the selected data is clustered Hey K-

Leukemia 7129 ALL/AML Means and FCM algorithm. The data presented ineTdbl
and 5 shows the classification performance of True
Positive (TP) rate, True Negative (TN) rate, Fétssitive
(FP) rate, and False Negative (FN) rate as preljous
Lung Cancer 7129 Tumor/Normal described. Table 5 shows classification performaote
Back Propagation Network. Results are presentell inot

The data studied by rough sets are mainly orgarizéte terms of classification accuracy and classificatemor
form of decision tables. One decision table can W&l

represented aS = (U, A=C U D), whereU is the set of
samplesC the condition attribute set aridl the decision
attribute set. We can represent every gene expredsita
with the decision table like Table 2.

Prostate Cancer 12600 Tumor/Normal

Breast Cancer| 24481 Relapse/Non Relapse

Table 4: K-Means Classification Performance Rate

Gene Data K-Means
TP FP TN FN
Leukemia Cancer 1.0000 0.0000 0.1428 0.8p71

Table 2: Microarray data decision table.

N ] Decision Prostate Cancery 0.3750 0.6250 0.0769 0.9230

Condition attributes(genes) | . Breast Cancer | 0.6667 0.3383 04486 05714
Sam T Cene Gene | Class Lung Cancer | 0.9883 0.0116 0.00p0 1.0000
ples

1 2 n label
1 091,1) | 91,2)| ... | g(1,n) Class(1)
2 02,1) | 9(2,2)| ... | g(2,n) Class(2)
M | gml)| g(m2)| ... | g(m,n)| Class(m)
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Table 5: FCMs Classification Performance Rate

Classification E11or

FCM 04
GeneData 5T Fp T TN | FN 0.5
Leukemia Cancef 1.0000 0.0000 0.1428 0.8571 . 43 )
Prostate Cancer| 0.1280 0.8750 0.0769 0.9230 £ s R
Breast Cancer | 0.6667 0.3333 0.4285 0.5f14 = D‘ . mECH
Lung Cancer | 0.9883 0.0116 0.00p0 1.0000 015 | BRI
When comparing classification results, where theNBP 01 -
method shows a high in classification accuracy,civhis 0.05 1
demonstrated in Fig. 2. Here, Classification of kedis 0 -

and FCM are done using without class values and BPN

Leukenua Prostate  Breast  Lung

classification done with class values.

Table 6: K-Means, FCM and BPN Classification

Accuracy
Gene Data K-Means FCM BPN
Leukemia 0.9412 0.9412 1.0000
Cancer
Prostate
0.7143 0.6190 0.8000
Cancer
Breast 0.6315 0.6315 0.9167
Cancer
Lung 0.9896 0.9896 1.0000
Cancer

Table 7: K-Means, FCM and BPN Classification Error

Gene Data K-Means FCM BPN
Leukemia 0.0588 0.0588 |  0.0000
Cancer
Prostate
0.2857 0.3809 |  0.2000
Cancer
Breast 0.3684 0.3684 | 0.1667
Cancer
Lung 0.0104 0.0104 |  0.0000
Cancer
C'lassiricaien .-\.('('“l.'ﬂ('}"
1.2
B -Means
T mFCM

SF
o
o

F

=
Q
Q(.

z
&

EPIY

Fig. 2: K-Means, FCM and BPN Classification Accwyrac

Fig. 3: K-Means, FCM and BPN Classification Error

Fig. 2 and Fig. 3 demonstrated the classificaticcueacy
and error rate of Quick reduct algorithm.

6. Conclusion

In this paper, Quick reduct algorithm based orgloset
theory has been studied for gene expression dataske
reduced feature set has been used to cluster thausiag
K-Means and FCM algorithms with considering dedaisio
attributes. The performance was evaluated using
confusion matrix with positive and negative clastues.
Further, the selected features with class labelse we
classified using Back Propagation Network. It was
observed that the performance of the BPN is sicgifi.
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